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A FUTURE ROLE FOR NUMERICAL AND APPLIED MATHEMATICS

IN MATERIAL SCIENCES

S. ABARBANELt*, S. TSYNKOV *tt, AND E. TURKEL*t

Abstract. In this report, we give a general review of the possible areas, in which the methods of applied

mathematics may be implemented to the benefit of modern material sciences. In particular, we address the

emerging framework of nano-technologies, and discuss both the issue of modeling, as well as that of solving

(typically by approximate/numerical methods) the mathematical problem as presented by the model. We

also emphasize the crucial role of close collaboration between the mathematicians on one side, and scientists

and engineers on the other side, for the overall success.

Key words, multiple scales, stiffness, ergodicity, molecular dynamics, rapid evaluation of forces, long-

range and short-range forces, fast multipole expansions, field potential, far-field boundary conditions, multi-

grid methods, truncation criteria, mathematics-based and physics-based modeling

Subject classification. Applied and Numerical Mathematics

1. Introduction. We present this document to identify areas in which modern material sciences may

benefit from the application of the methods in numerical and applied mathematics. Some examples include

the branches studying nano-structures and those deriving constitutive equations for novel materials. We

fully recognize the centrality of powerful modern computers, and this underlines much of what we present.

However, the role of numerical analysis, and other analytical mathematical methods, cannot be underesti-

mated.

This document is written by applied mathematicians and so reflects the way that mathematicians ap-

proach problems. We do not claim sufficient expertise in the physical and chemical foundations of material

science, rather we try to address issues related to the mathematics underlying the existing models. Hence,

we propose to improve the computational efficacy of the corresponding solution methodologies. We hope

that in certain instances future mathematical analysis will lead to the modification of the models, and to

the development of alternative computational procedures.

As in the previous well-known cases, such as computational fluid dynamics (CFD), computational acous-

tics, and computational electromagnetics (CEM), mathematicians usually follow in the footsteps of scientists

and engineers that are more familiar with the physical applications. On the other hand, the rigorous way of

looking at things, which characterizes mathematics, often helps scientists and engineers to focus on key issues

that, once resolved, lead to major research breakthroughs. On some occasions, that cannot be predicted, ad-

vances in mathematics truly revolutionize the corresponding applied field. This has happened, for example,

in CFD, an area that was changed profoundly following mathematical advances in the theory of conserva-

tion laws. Interactions between mathematicians and scientists in a particular applied field may also lead

to adopting some general mathematical techniques that have been well established and successful in other

areas. This has happened, for example, in CEM, with the introduction of the time-domain finite-difference

methods in this field, which supplemented the previously used frequency-domain techniques.

*This research was supported by the National Aeronautics and Space Administration while the authors were in residence at

ICASE, NASA Langley Research Center, Hampton, VA 23681-2199.

tNorth Carolina State University, Raleigh, NC 27695

tTel Aviv University, Ramat Aviv, Tel Aviv 69978, Israel



The present document has its roots in informal interactions between applied mathematicians and material

scientists and engineers at ICASE and NASA LaRC. Those interactions, which are still ongoing, include

seminars as well as less formal discussions. It is our hope therefore that this paper will lead to a blueprint

of a multi-year joint research effort at ICASE and NASA Langley Research Center. This effort should

include residence at ICASE of a group of researchers composed of both numerical/applied mathematicians

and theoretical material scientists working in close collaboration. We clearly realize the importance of

incorporating input from, and providing feedback to, the experimentalists at NASA Langley, and possibly

other laboratories.

Even though at the current stage it is difficult to predict what areas of material science may benefit

most from such a collaborative effort, we will try to delineate those areas that have two characteristics:

• They are, in our opinion, promising from the scientific point of view.

• They are particularly suitable and appropriate for the NASA LaRC material science environment.

2. Resolving the issues related to multiple temporal and spatial scales. It is known that the

existence of multiple, often highly disparate, time scales is a typical situation for complex multi-atom and

multi-molecule models. Different scales usually originate from different mechanisms of interaction between

the particles, and are determined by different types of strain put on the bonds between the particles within

a given ensemble. Stretching typically results in the fastest oscillation, which is followed by bend, torsion,

and finally motion of non-bonded particles. The performance of a standard explicit numerical integration

routine when applied to the system of ordinary differential equations (ODEs) that represents the Newton's

second law and governs the motion of the particles, will be limited by the rate of fastest oscillations. This

leads to very small time steps to avoid numerical instabilities. Small time steps, in turn, imply expensive

computational effort and severely limit the overall model time for which the system may be integrated even

on the most advanced modern computer systems during a reasonable (days, weeks, more rarely months)

wallclock time. In typical molecular dynamics (MD) simulations, the aforementioned model time is on

the order of nanoseconds, whereas substantially longer time intervals are often required to make practical

predictions.

This problem has been known for a while and recognized in the literature. In mathematical terms, the

property of having highly disparate time scales, with the fastest one determining the performance of the

solver, is known as stiffness. It can be conveniently characterized by the condition number of the matrix of

the corresponding system of ODEs. For stiff systems the condition number, which is the ratio of the largest

to the smallest eigenvalue, is large. Eigenvalues characterize the rates, or speeds, of the corresponding

processes.

Most of the approaches that have been tried, to date, to alleviate the effect of stiffness on the compu-

rational performance in MD simulations for nano-materials have a physical origin. These approaches are

equivalent to analyzing different physical mechanisms and the corresponding time scales. This leads to a

subsequent decision to use an approximate, rather than a completely accurate, representation of a particu-

lar mechanism or several mechanisms that are most hampering the performance. For example, the fastest

oscillation can be "frozen". Some of these approaches can be reformulated in mathematical terms, in which

case they reduce to techniques developed in the framework of the numerical analysis of ODEs, which has

its own extensive history of dealing with the issue of stiffness. However, many other methods for stiff sys-

tems available in numerical analysis of ODEs do not relate directly to the physical origins of the problem,

but are built primarily to take into account the expected properties of the solution rather than its driving

mechanisms.



In ourview,it will beextremelybeneficialif theproblemof stiffnessin MD simulationsis addressed
by a multidisciplinaryteamof physicists/chemists/materialscientistsononehand,andnumericalana-
lysts/appliedmathematiciansontheotherhand.Wehopethatthiscollaborationwill fusethehintsprovided
bythephysicswiththemathematicalimperativesto createoptimalapproachesto theissuesof stiffnessin
MDsimulations.

In the spatialdomain,the nano-structureis typicallya part of a muchlargermedia. Besidesthe
propertiesofthenano-structureonedesiresto knowits impactonthelargerstructureandconversely,the
impactofthemedia(surroundingmatrix)onthenano-structures.Thesestructuresdonotbehavethesame
wayin isolationor whenembeddedin a largermedia.Furthermore,the nano-structuresarefrequently
combinedto formlargerstructures.However,anyanalysisof suchinteractionsrequiresoneto investigate
manyordersofmagnitudein scalebetweenthenano-structureandthemacro-structureinwhichit appears.
In the last fewyearsseveralmathematicaltoolsbasedonmultigrid,multi-resolution,andwaveletshave
appearedthat allowoneto combinephenomenaondifferentspacescales.In addition,letusnotethat the
issueofdisparatespatialscalesmayalsoarisein thecontextoffar-fieldboundaryconditions,seeSection5.

3. Dealingwith the problemof non-ergodlclty.Manysystemsofmolecules,suchasglassymate-
rials,meta-stablestates,andnearlyharmonicsolids,arenotergodic.Sincethecomputationoftimeaverage
quantitiesis a lot lessexpensivethantheevaluationof ensembleaverages,mostMDcalculationsareper-
formedona singlesystemandextracttherequiredaveragequantity(say,density)byperformingtemporal
averaging.Theergodichypothesisis theninvokedto justifytheresultasbeingthecorrectone.Thefact
that manysystemsarein factnon-ergodicmeansthat thetime-averagequantitiescomputedviatheusual
MDsimulationsareincorrect.It maywellbehooveusto studycarefully,andquantitatively,theeffectsof
non-ergodicity.

Isit possibleto definequantitatively(atleastforagivensystem)theextentofdeviationfromergodicity?
Canthisdeviationbecorrelated,againquantitatively,withtheerrorresultingfromusingtime-averaging?

Wefeelthat this issuewouldbea worth-whiletopicof basicresearchthat canbetackledbestby a
cross-disciplinegroupasenvisionedin thisdocument.

4. Dealingwith long-rangeforcesin moleculardynamics.Onecandescribemoleculardynamics
simulationsasa wayto numericallyintegratea largecollectionof ordinarydifferentialequations(ODEs)
thatrepresentthelawofmotion(Newton'ssecondlaw)for alltheparticlesthatcomprisethesystemunder
study.ThesourcetermsfortheseODEsareforcesactingontheparticles.Theseforcestypicallyoriginate
frominteractionsbetweentheparticles.Fora systemofN particles such that every particle interacts with

all others, a direct evaluation of forces will require computing (9(N 2) interactions that are determined by

the properties of individual particles (e.g., electric charges) and by dynamically changing distances between

them. Clearly, the required computational effort per force evaluation will scale quadratically with the number

of particles in the system. And because the evaluation of forces is needed on every time step of the numerical

ODE solver, the corresponding computational algorithm will quickly become unacceptably expensive with

the increase of N.

Depending on the type of interaction (i.e., its physical nature), the forces acting between particles can be

classified as either long-range or short-range. For the former, any meaningfully defined characteristic length

of interaction will be comparable to the size of the domain of interest, whereas for the latter it will be much

smaller than the domain size. We postpone the discussion on short-range forces till Section 7. Here we focus

on the long-range forces, which are typically of Coulomb nature in the context of molecular dynamics. From

the standpoint of numerical simulation of the motion of the particles, the key property of these forces is



thattheycannotbedisregardedevenat largedistancesandtherefore,theO(N 2) computational complexity

associated with the direct evaluation of long-range forces on every time step becomes a major bottleneck of

the numerical algorithm.

In recent years, an efficient algorithm has been proposed for calculating forces between interacting

particles at an O(N log N) effort rather than O(N 2) expense. These algorithm employs special hierarchical

summation rules based on fast multipole expansions for Coulomb-type potentials. This algorithm, however,

has not yet gained a solid ground in molecular dynamics simulations, especially as they apply to studying the

nano-structures. On the other hand, we expect that full-fledged implementations of fast multipole summation

rules in molecular dynamics codes, even though it will undoubtedly be a rather involved task, may provide a

true breakthrough from the standpoint of reducing the execution times; and as such we believe it is certainly

worth the effort. Moreover, no matter how far away from one another the following two groups of methods

may seem to be, the mathematics behind the fast multipole algorithms is, in fact, very close to another class

of efficient numerical techniques known as multigrid. Multigrid methods provide O(N log N) computational

procedures for solving partial differential equations on the grid. It is our belief that the similarities between

the two groups of methods are worth exploring thoroughly, since in the context of molecular dynamics these

methods may efficiently complement one another. Indeed, an alternative, and sometimes preferable, way to

evaluate the forces acting on the particles is to first solve the differential equation for the field potential,

which clearly calls for the application of a multigrid technique.

The ideas resembling one specific building block of fast multipole schemes have already been adopted

in many molecular dynamics algorithms, although apparently without direct relation to, and completely

outside of, the fast summation rules content. We refer to the idea of clustering, i.e. treating groups of

particles as one "super-particle" for the purpose of evaluating forces, etc., far away from it. As has already

been mentioned, fast multipole methods use hierarchical systems of such clusters, which allows them to use

efficient O(NlogN) summation rules for the evaluation of the forces. The partitioning of particles into

groups, sub-groups, etc., in fast multipole methods is done formally, based on pure mathematical reasoning.

In contradistinction to this, the clustering that is currently in use in molecular dynamics simulations is based

primarily on physical arguments. However, it does not create hierarchical systems of clusters and so does

not obtain the full benefit of the fast summation. As such, we believe that the connections between the two

approaches to clustering are worth careful exploration. This has the potential payoff of being able to obtain

on one hand more physics-friendly fast summation schemes and on the other hand, simple improvements to

the existing clustering techniques in molecular dynamics codes by using more mathematical insight.

5. Studying the role of boundary conditions. Numerical simulations in material sciences that

involve nano-scales typically employ periodic boundary conditions at the outer boundaries. Perhaps the most

common computational setup that is introduced primarily for reasons of convenience include a particular

nano-structure or interest surrounded by a region filled with polymer molecules (the so-called matrix). To

obtain a finite-dimensional computer model, the system of equations solved inside this region should be

closed, which is done using the periodic boundary conditions. In the molecular dynamics perspective, these

boundary conditions mean that the particles that leave the domain on one of its sides immediately re-enter it

on the opposite side. A key advantage of this approach is its simplicity and self-sufficiency. Often, this is the

only straightforward way to set the external boundary conditions. However, besides limiting the admissible

domain shapes to parallelepipeds and their equivalents of some kind (otherwise, periodic boundary conditions



cannotbeimposed1),settingtheperiodicboundaryconditionsat theouterboundaryoftenraisesconcerns
ofamorefundamentalnature.

Theforemostconcernis the influenceof thetreatmentof theouterboundaryon theresultsof the
simulationinsidethecomputationaldomain.Adoptingtheconventionalterminologyof "nearfield" (the
nano-structureof interestandthematrixin its immediatevicinity)and "farfield" (thematrixawayfrom
thenano-structure),wecanformulatethequestionofhowthemathematicalmodelandnumericalalgorithm
usedin the far field,includingtheboundaryconditionsat theexternal"artificial"boundary,affectthe
computedsolutioninthenearfield.A relatedquestion,whichisperhapsasimportant,ishowthenumerical
treatmentofthefar fieldaffectstheoverallcomputationalefficacyofthealgorithm.

Asshownbydifferentauthors(includingtheauthorsofthecurrentmanuscript)boththeoreticallyand
computationally,thepropertreatmentof artificialboundariesmayhaveaprofoundimpactontheoverall
accuracyandperformanceof numericalalgorithms,aswellasinterpretationoftheresults,in manyareas
ofscientificcomputing.It will thereforebenaturalto expectthat moleculardynamicssimulationsasthey
pertainto studyingthenano-structuresarenotexceptional.Consequently,theroleandinfluenceof the
far-fieldboundaryconditionshaveto bethoroughlyinvestigatedin thisframework.

As a first stageof this investigation,weproposeto carefullystudythe performanceof the periodic
boundaryconditions,i.e.,thecurrentmethodologyofchoice.Foragivenphysicalsetup,numericalsimulation
with periodicboundaryconditionswill haveto be run repeatedlyfor differentlocationsof the far-field
artificialboundary(frommoreremoteto closerto thecoreof thecomputationaldomain).Subsequently,
thecomputedsolutionsin the nearfieldwill haveto becomparedandtheir accuracyassessedfor their
dependencyontheproximityoftheouterboundary.Finally,onewill haveto decidehowfarawayin thefar
fieldtheartificialboundaryneedsto beplacedsothat thecomputedsolutionin thenearfieldisessentially
independentofthefarfieldboundary.Thiswill determinehowexpensivethenumericalsimulationwill be.
Weexpectthat the proposedseriesof computationalexperimentswill beratherdemandingin computer
timeandmemory.It will becrucialto combinethestudyoftheboundaryconditionswithat leastsomeof
thepossibletechniquesaimedat improvingtheoverallnumericalefficiency,seeSections2,4, and7of the
currentmanuscript.

Thenextstagewill be themathematicalandexperimentaltestingof varioustypesof far-fieldartifi-
cialboundaryconditions.Again,a universalconclusionreachedin the literatureis that theaccuracyand
overallperformanceof suchnumericaltechniquesaredeterminedprimarilybywhetheror not thebound-
aryconditionsarecapturingwelltheeffectsandsolutionpropertiesin thetruncatedpartof theoriginal
domain.Ourexperiencein buildingandimplementingspecialclassesof highly-accuratelocalandnonlocal
artificialboundaryconditionsfor fluidflowsandwavepropagation(acousticsandelectromagnetics)firmly
corroboratesthis conclusion.In the frameworkof moleculardynamicsasit appliesto thesimulationof
nano-structures,weproposeto lookintothepossibilitiesof constructingtheartificialboundaryconditions
basedonbothkinetic(i.e.,particle)andmacroscopic(i.e.,continuousmedium)modelsemployedin thefar
field.Thisisanextensiveandfar-reachinggoal.In addition,if theapproachto evaluatingtheforcesbased
onfirst solvinga differentialequationforthepotentialoftheforcefield(seeSection4),isadoptedthenthe
differentialequation(e.g.,thePoissonequation)will alsoneedto besupplementedbyartificialboundary
conditions.Constructinghighly-accurateartificialboundaryconditionsfor thePoissonequationisa fairly
wellunderstoodissue.Theseboundaryconditionsareknownto performparticularlywellwhencombined
witha multigrid-basedsolverin theinterior.

1Consider,e.g.,thesurfaceofacylinder-- periodicboundaryconditionsobviouslycannotbeappliedintheradialdirection.



Themethodsfor constructingthe artificialboundaryconditionsvaryfromthemoretraditionaland
simpleones,suchasthosebasedonasymptoticapproximationsandreduced-dimensionmodelsin thevicinity
oftheartificialboundary,to moreadvancedtechniquesthat requirelargereffortto implementbut promise
largerpayoffsaswell,suchasthe methodof differencepotentials.Othertechniquesincludeboundary
integralequationscoupledwiththeapplicationofthefastsummationrulesin thespiritofthosementioned
in Section4. In thecaseof a macroscopicfar-fieldmodel,the issuesrelatedto thetransitionfromthe
kineticdescriptionto thecontinuousmedium(theso-calledmeso-scales)will alsohaveto beidentifiedand
addressedto theappropriatelevelof detail(seetheconcludingparagraphof Section2). This,of course,
willbea separatetask.Altogether,basedonourpreviousexperience,weexpectthat thebenefitsfromthe
advancedtreatmentofouterboundarieswill faroutweightheadditionaleffortrequiredforthedevelopment
andtestingofthecorrespondingalgorithms.

6. Modeling. Usually,by modelingonemeansthe simplifiedmathematicaldescriptionof a rather
complexphysicalorengineeringsystem.Primeexamplesare,e.g.,

• Theanalysisof flutterof a wingwithhangingenginesis replacedbythat of a systemof lumped
massesandasimplebeam.

• Thereductionof thefull Navier-Stokesequationsto the boundary-layerequationsby meansof
neglectingthestreamwiseviscousterms,with thefarfielddescribedbytheEulerequations.

• Thereductionof thedescriptionof anintenseexplosionto asetofself-similarsolutions,achieved
bysimplifyingtheshockjumpconditionsto theirasymptoticvalues.

In thefirst example,the modelingprocessis basicallyphysical,i.e., physical,or ratherengineering,
considerationschangethedescriptionofacomplexstructuretoasimpleone,albeitonethatretainsimportant
characteristicsof theoriginalproblem.In theothertwoinstances(boundarylayersandstrongspherical
shockwaves)themathematicaldescriptionof theoriginalsystemis known(i.e.,via a setof non-linear
partialdifferentialequationsandtheaccompanyinginitial and/orboundaryconditions).Themodelingin
thiscaseisdonebysimplifyingthemathematics,usuallythrougheducatedguessesorassumptionsconcerning
therelativeorderof magnitudesof differenttermsin theequations,or in theboundaryconditions.Thus
theassumptionthat the secondderivativeof the velocityin the directionnormalto the solidsurfaceis
muchlargerthat that in thedirectiontangentto thesurfaceleadsonefromtheNavier-Stokesequationto
theboundary-layerequations.These,in turn, in thesteady-stateadmitself-similarsolutionsfor certain
geometries-- somethingnotpossiblewith theoriginalNavier-Stokesequations.

In thecaseofun-modeledproblems,i.e.,mathematicaldescriptionswhichwererigorouslyderivedfrom
theappropriate"lawsof nature"(e.g.,Newton'slawswhenthephysicalscalesarenot toosmallandthe
speedsnot too high),oneusuallydoesnot haveto worryaboutthemathematicalvalidityof thesystem
-- it will bewell-posed,andthesolutionsunique/ Ontheotherhand,for theaforementionedtwotypes
of modeledsystemsthemathematicalvaliditycannotbetakenfor granted.It is the taskof theapplied
mathematicianto ensurethat themodelretainstheessentialmathematical,aswellasphysical,featuresof
theoriginalsystem.

Sincemostproblemsinmaterialsciencesarequitecomplex,resortingto modelingisnaturalandappro-
priate.Theinitial stageofthemodelingisprobablybestdonebythematerialscientistwhounderstandsthe
physicsandchemistryinvolved.(Althoughevenat that stageit mightbeeificaciousto involveanapplied
mathematicianwitha properbackground.Hemayhelpresolvesuchissuesas,for example,whatis the

2Inmostcases,apparentnon-uniquenessofsuchsystemsisdueeithertoneglectingthesecondlawofthermodynamics,or
tothemultiplicityof"steadystates,"whichisremovedwhentheinitialconditionsaretakenintoaccount.



bestwayto simplifythedescriptionof a nano-tubeembeddedin a surroundingmatrix,or, e.g.,canand
shouldoneintroduce"matchinglayers"to mediatebetweentwoforcefields?)Thecontributionoftheap-
pliedmathematicianwillprobablybemoresignificantin thesecondstage-- that oftryingto solve(usually
byapproximate/numericalmethods)themathematicalproblemaspresentedbythemodel.Theexperience
gainedfromfluidmechanics,theoryof elasticity,andelectro-magneticsmaybeveryusefulin dealingwith
thenewmodelspresentedbymaterialscience.

7. Sensitivity of MD results to truncation criteria for short-rangeforces. As hasalready
beenmentioned,MDsimulationsarecomputationallyexpensive.Partof thereasonis thestiffnessof the
correspondingODEs(seeSection2), the otheroneis relatedto the calculationof forcesactingonall
particlesoneverytimestepofthe integrationalgorithm(seeSection4). Thoseforcesareoftensubdivided
intothelong-rangeandshort-rangeones.In asystemofN mutually interacting particles, a straightforward

calculation of forces obviously results in an algorithm of complexity O(N2). It is convenient to think of

this algorithm as multiplication of the coefficient matrix of dimension N x N by the N-dimensional position

vector for particles. The aforementioned matrix, which changes dynamically, is full if each particle interacts

with all others. The corresponding 49(N 2) cost becomes prohibitively expensive for large N's. A possible

remedy for long-range Coulomb forces is fast multipole summation schemes and/or multigrid type techniques

(Section 4). The approach for short-range forces, e.g., those of Lennard-Jones type, is different. Namely,

only the interactions between a given particle and its immediate neighbors are taken into account, whereas

the forces from the particles that are further away are considered negligible and therefore disregarded.

To implement this idea efficiently, one needs to be able to determine at every time step, according to

a pre-selected criterion, which particles are "close" to a given one, and which are "far away." To minimize

explicit calculation of distances between all particles, which would result in an 49(N 2) effort anyway, one

may build tracking algorithms based on creating and maintaining lists of close neighbors of all the particles

involved. In this connection we mention that if, instead of considering all interactions, we start considering

only those between the close neighbors, then the aforementioned coefficient matrix (on the right-hand side

of the governing system of ODEs) instead of being full becomes sparse. The issues related to sparse matrices

still constitute an active research area in numerical linear algebra. Therefore, we expect that efficiency of

the MD simulations may benefit considerably from the implementation of the latest and future numerical

algorithms for sparse matrices.

Another very important issue, which impacts on the previous paragraph, is choosing the criterion itself

which defines the close neighbors of a given particle. Basically, this is the question of specifying a cut-off

threshold for the distance, so that interactions with all particles beyond this range can be neglected (because

the forces are short-range). To the best of our knowledge, current practices in MD simulations choose criteria

for cut-off ranges mostly on ad hoc basis (e.g., the first neglected particle exerts only a given fraction of the

force due to the nearest neighbor). This means that in principle we do not know the error due to disregarding

the effect of all "far" particles. In our view it will be useful to search for cut-off criteria (most likely, of

probabilistic nature) that keep the overall error due to neglecting "distant" particles below a prescribed level.

Clearly, the analyses for constrained and unconstrained systems will differ.
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